COURSE OUTLINE   CS 570 Topics in Artificial Intelligence: “Intelligent Problem Solvers”
2004/06 Catalog data   Topics include advanced techniques for symbolic processing, knowledge engineering, and building problem solvers.

Prerequisite   CS 501 Fundamentals of Computer Science
Instructor                Neli P. Zlatareva, Ph.D., Professor of Computer Science.                  

Phone                      (860) 832-2723.            

E-mail                      zlatareva@ccsu.edu            

Course Web side     http://www.cs.ccsu.edu/~neli/  
Textbooks:

· Kenneth Forbus and Johan de Kleer, "Building Problem Solvers", MIT Press, 1993 (required).
· Norvig Peter.  Artificial Intelligence Programming, Morgan  Kaufman, 1992 (recommended).
Research papers to be discussed in class:
· Jon Doyle -  A Truth Maintenance System. Artificial Intelligence, No. 12, pp. 231 – 272, 1979. 

· Johan de Kleer – An Assumption-based TMS. Artificial Intelligence, No. 28, pp 127 – 162, 1986.

· Joao Martins and Stuart Shapiro – A model for belief revision. Artificial Intelligence, No. 35, pp.25 – 80, 1988.

· Drew McDermott  -- A General Framework for Reason Maintenance. Artificial Intelligence, No. 50, pp. 289 – 329, 1991.

· David McAllester --  Truth Maintenance. In Proceedings of AAAI-90, pp 1109 – 1116, 1990.

· Zlatareva N. - CTMS: A General Framework for Plausible Reasoning. In International Journal of Expert Systems: Research and Applications, vol. 5, No 4, 1992.
· G. Kelleher and B.M. Smith - A brief introduction to reason maintenance systems, in: B.M. Smith and G. Kelleher (eds.) Reason Maintenance Systems and their Applications, Ellis Horwood, New Jersey, pp. 4 – 20, 1988.
· R. Bodington and P. Elleby - Justification and assumption-based truth maintenance systems: when and how to use them for constraint satisfaction. In B.M. Smith and G. Kelleher (eds.) Reason Maintenance Systems and their Applications, Ellis Horwood, New Jersey, pp. 114 – 134, 1988.
· Barbara M.Smith - Forward checking, the ATMS and search reduction. In B.M. Smith and G. Kelleher (eds.) Reason Maintenance Systems and their Applications, Ellis Horwood, New Jersey, pp. 155 – 168, 1988.
· Michael Reinfrank and Hartmut Freitag – Rules and Justifications, A Uniform Approach to Reason Maintenance and Non-monotonic Inference. In Proc. International Fifth Generation Computer Systems, pp 439 – 446, 1988.

Course Objectives   To familiarize students with Artificial Intelligence techniques for building well-engineered and efficient intelligent systems. Pattern-directed inference systems and different types of truth maintenance systems will be discussed in length from both theoretical and applied point of view. Some cutting edge applications of these systems will also be discussed. Introduction to Artificial Intelligence Programming using LISP will be provided to help students with the programming part of the course.

Topics in the course (number of lecture hours each)
  1.   Review of basic LISP constructs:  macros, mapping 
        primitives, LAMBDA definitions. Advanced LISP 
        programming:  structures, lexical and special 
        variables, generators and encapsulation, procedures 
        returning multiple values.                                                                         3.0 hours

  2.   Review of classical problem solving:  search and forward
        and backward chaining.                                                                            3.0 hours

  3.    Pattern-directed inference:  representation of data and rules.  
         Natural deduction as a problem solving paradigm. 
         Implementation examples of pattern-directed inference 
         systems.                                                                                                    6.0 hours

  4.    Introduction to Truth Maintenance Systems (TMSs): 
         TMSs as a general tool for building intelligent problem 
         solvers, representational issues and classification of TMSs.                    6.0 hours

  5.    Justification-based TMSs:  knowledge representation, 
         inference and explanation mechanism.  JTMS as a framework 
         for implementing default reasoning.                                                         6.0 hours

  6.    Logic-based TMSs:  representing negation and Boolean 
         constraint propagation.                                                                              3.0 hours

  7.    Assumption-based TMSs:  knowledge representation 
         and inference procedures.                                                                          3.0 hours

  8.   Contradiction-tolerant TMS: representation of uncertain
         knowledge and contradiction maintenance.                                               1.5 hours

  9.    Model-based diagnosis, and the ATMS as a tool for 
         implementing model-based reasoning systems.                                         3.0 hours
10.    Introduction to quality assurance of knowledge-based 
         systems.  The CTMS-based framework for verification, 
         validation and refinement of knowledge bases.                                        1.5 hours
11.    Antecedent Constraint Languages.                                                            1.5 hours

12.    Symbolic relaxation systems and constraint satisfaction: 
         constraint networks and finite CSPs.                                                         1.5 hours
 13.    Student presentations and class discussions.                                            3.0 hours

 14.    Tests                                                                                                          3.0 hours

                                                                                                          Total:        45.0 hours

Homework assignments    There will be 3 homework assignments requiring a Common Lisp environment. Free Common Lisp version can be downloaded from http://www.franz.com  Although you will do a lot of programming during the course, very little of it will be from scratch. Most of the work will be to understand, use, and modify existing LISP programs. The forth homework will be a paper from the above list, which each student will be assigned to study on his/her own and present in class.

Research project   Each student will develop a knowledge-based system utilizing a TMS-based problem solver discussed in class. You can choose a problem domain in which you have some prior knowledge.  

Tests   There will be a midterm test and a final exam.

Grades  
         Homework assignments                      5 points each

         Research paper and presentation       15 points    

         Project                                                20 points     

         Midterm test                                       20 points 

         Final exam                                         30 points

Final grade for the course is determined as follows:

   Total points       Final grade

   ------------           -----------

    94 - 100                A

    90 - 93.99             A-

    87 - 89.99             B+

    84 - 86.99             B

    80 - 83.99             B-

    77 - 79.99             C+

    74 - 76.99             C

    70 - 73.99             C-

    67 - 69.99             D+

    64 - 66.99             D

    60 - 63.99             D-

    below 60               F

